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Investigation into Possible Research Misconduct:
Data Fabrication and Falsification
Respondent: Dr. Fred Walumbwa
The allegation that Dr. Fred Walumbwa engaged in research misconduct originally arose in response to a
complaint from outside the University regarding one of Dr. Walumbwa's published papers (Fry, Hannah,
Noel, & Walumbwa, 2011, Leadership Quarterly). The allegation concerned possible fabrication or
falsification in the statistical analyses of data for that paper. While the original allegation about the 2011
paper was resolved, Deans Amy Hillman and Robert Mittelstadt ofthe W.P. Carey School of Business
expanded the investigation to include seven additional published papers (see the list below), addressing the issue of possible fabrication or falsification in the statistical analyses for those papers. In the course of the investigation, the Committee examined the seven papers, conducted limited re-analyses of the data taken from the papers or found on the mirrored hard drives from Dr. Walumbwa, retrieved a variety of files from the mirrored hard drives, compared retrieved output files to results reported in the papers, conducted two interviews with Dr. Walumbwa, contacted several coauthors who published with Dr. Walumbwa, and contacted one journal editor. The investigation was severely hindered by the near total unavailability of raw data files and statistical output files for the seven papers under study. Our final conclusion is that the preponderance of evidence does not support the charge of research misconduct by Dr. Walumbwa in relation to the seven papers that were the focus of the investigation.
II. Overview of Policies and Procedures
This allegation was handled in accordance with ASU's policy on Misconduct in Research (RSP 210) and
accompanying procedure in place on Oct. 18, 2012 (see attachment). In addition to institutional policy and procedure, the Committee also consulted and considered the author guidelines of the respective journals in which the reviewed articles appeared.
The RIO appointed faculty members from the University who are expert in applied statistics to the
Misconduct in Research Subcommittee (MIRS). The appointment process also confirmed that absence of
any conflicts of interest with the Respondent. The MIRS was chaired by Dr. Roger E. Millsap (Professor,
Dept. of Psychology, College of Liberal Arts and Sciences, Arizona State University), and also included Dr.
Timothy Richards (now in the W.P. Carey School, but during the report period he was the Marvin and June Morrison Chair, Morrison School of Agribusiness and Resource Management, College of Technology and Innovation, Arizona State University) and Dr. Jeffrey Wilson (Associate Professor of Economics, W.P. Carey School, Arizona State University).
Ill. How and from whom information was obtained
The information used to investigate possible misconduct arose largely from three sources: (1) the seven
published papers that the committee was asked to investigate, (2) the mirrored hard drives from the
computers of Dr. Walumbwa, and (3) two interviews conducted with Dr. Walumbwa I n April of 2013.
Some additional material that proved relevant to the case was obtained from written policies on publishing from the American Psychological Association, from information provided by several of Dr. Walumbwa's coauthors on the papers, and from a journal editor for the Journal of Applied Psychology. Information found on the hard drives included files of data, outputs from statistical software, reviews and correspondence between Dr. Walumbwa and the editors of journals. In some cases, as will be described, we were able to match the statistical outputs to analysis results given in various papers. In other cases we attempted to use data to reproduce results given in the paper. The data used in these re-analyses either were taken from the published papers directly, or were found on the hard drive.
The seven papers that were the focus of the investigation were:
1) Luthans, Avolio, & Walumbwa (2005), Management and Organization Review
2) Walumbwa & Schaubroeck (2009), Journal of Applied Psychology
3) Walumbwa, Mayer, Wang, Wang, Workman & Christensen (2011), Organizational Behavior and Human
Decision Processes
4) Walumbwa, Hartnell, & Oke (2010), Journal of Applied Psychology
5) Walumbwa, Cropanzano & Hartnell (2009), Journal of Organizational Behavior
6) Oke, Walumbwa & Myers (2012), Decision Sciences
7) Oke, ldiagon-Oke, & Walumbwa (2008), Journal of Operations Management
We will refer to these papers by number in the following narrative.
Dr. Walumbwa stated that he was the person primarily responsible for the data analyses in all of the above papers except paper #1. Our focus then shifted to papers 2 through 7. Our efforts focused on three different areas with respect to these papers. First, we sought to understand the implications of the many missing files of data and missing computer outputs relevant to the analyses reported in the papers. Second, we examined discrepancies between the results of our re-analyses and the results reported in the papers. Third, we also found discrepancies between some computer outputs found on the hard drive, and the corresponding results reported in the papers.
Missing data and outputs
We requested the relevant data files and softwa re output files from Dr. Walumbwa for papers 2 to 7. Dr. Walumbwa responded that he was unable to provide us with any of the data files for the six papers, or any of the output files, because the data files had been transferred to flash drives, and he could not locate the flash drives. In the interviews in April, Dr. Walumbwa stated that his practice had been to retain data until a paper was accepted for publication. Due to his location changes (moving to ASU from Nebraska, then moving from ASU West to the Main campus), Dr. Walumbwa had put his data on flash drives. At some point he lost these flash drives. With regard to outputs, he stated that his practice was to delete all computer outputs once a project was completed. He also sometimes printed the outputs before deletion.
He did not retain any of the printed outputs for the papers under question however. At one point, Dr.
Walumbwa provided us with some summaries of results as Word documents, but these were not actual
computer outputs, and it was impossible to determine the origin of the numbers in these summaries. At
some point it became clear to the Committee that the only way we were going to be able to locate any
existing data files or outputs was to go through the mirrored hard drive material without help from Dr.
Walumbwa. We were ultimately able to identify either data f iles or outputs for papers 2, 4, and 7. No
relevant outputs or identifiable data files were found for papers 3, 5, or 6. Our focus will therefore turn to papers 2, 4, and 7 in the narrative below.
Two of the papers under review (papers 2 and 4) were published in the Journal of Applied Psychology,
a journal published by the American Psychological Association (APA) . The APA Publication Manual is
the official guide to authors of papers in any journal published by the APA. The Fifth Edition of this
Manual was in force during the period covering publication of the above two papers. The Manual
st at es (p. 354) "To permit competent professionals to confirm resu lts and analyses, authors are
expected to retain raw data for a minimum of 5 years after publication of the research." In addition,
the hard drives contained a document that Dr. Walumbwa was required to sign prior to publication of
paper #4. This document states that: {(After research results are published, psychologists do not
withhold the data on which their conclusions are based from other competent professionals who seek
to verify the substantive claims through reanalysis and who intend to use such data only for that
purpose, provided that the confidentiality of the participants can be protected and unless legal rights
concerning proprietary data preclude their release. {( Our reading of these documents is that Dr.
Walumbwa was expected to retain his raw data following publication of the papers in the Journal of
Applied Psychology. We contacted Dr. Steve Kozlowski, who was the Editor of the journal during the
period covered by our inquiry. We asked him about the APA policy, and also about a checklist which
authors are now required to sign stating that data should be retained. His response was that the
checklist only reflects the APA policy that has been in effect {(for decades", and that clearly requires
authors to retain their data for possible re-analyses. Dr. Walumbwa's interpretation of the documents
was that while the documents describe {(best practice", they do not constitute legal requirements, and
that he was under no obligation to retain his data once the papers were published. Our position is that
regardless of the legal ramifications of the APA policy on data retention, it is clear that Dr. Walumbwa
did not make adequate provisions for the secure retention of the data from the six papers, and he did
not follow the APA ethical policy with respect to {(best practice".
Statistical re-analyses
Two of the papers (1 and 7) provided enough information to permit some analyses. In addition, data
files found on the hard drives were used in analyses that attempted to replicate results found in paper
#2. The analyses performed using data from paper #1 will not be reported because it was learned that
Dr. Walumbwa was not primarily responsible for the analyses in that paper. For paper #7, structural
equation modeling was the main statistical tool used. Table 2 (p.579) in that paper contains means,
standard deviations, and correlations for the six variables shown in Figure 1 (p.580) of the paper. The
results in Table 2 are based on measured scale scores, but the statistics in Figure 1 were obtained from
a structural equation model using multiple indicators for each of the six variables. Hence we would not
expect an exact match between the results of a path model derived from the statistics in Table 2, and
the results in Figure 1, but the results should be similar. After fitting the path model in Figure 1 to the
data from Table 2, the results partially confirm the results reported in Figure 1. The exceptions
concerned the paths from the Personal and Position Power Base variables to Strength of Ties. Neither
path coefficient was found to be significant statistically in the re-analysis, although both are stated to
be significant in Figure 1. The largest discrepancy in the path coefficient estimates was for the path
from Position Power to Strength of Ties. This coefficient was estimated as .42 in Figure 1, but was .204
in the re-analyses.
When asked, Dr. Walumbwa's response to these discrepancies was to note that Table 2 in the paper is
in error because an alpha coefficient appears to have been omitted and the columns of the correlation
matrix seem out of alignment. He stated that some correlations are missing from the Table, rendering
any re-analyses suspect. For six variables however, we would expect to find 15 correlations in the
Table, and there are 15 correlations reported in the Table. Correlations do not appear to be missing.
An alpha coefficient is missing, but this is irrelevant to the re-analyses. Another explanation for the
results, though one not emphasized by Dr. Walumbwa, is that the re-analyses are based on observed
scale scores, but the analyses reported in the paper were based on multiple-indicator structural
equation modeling. It is possible that a full re-analyses that would use the multiple indicators would
confirm the results reported in the paper. Given that the raw data are no longer available however,
this type of re-analysis is not possible.
Re-analyses were also performed for paper #2. These analyses were done using a data file found on
the hard drive, rather than using information taken directly from the published paper. The results of
the re-analyses did not always match the results reported in the paper. Some correlations estimated in
the re-analyses differed from those reported in Table 1oft he paper (p.1281). The p-values for the
correlations in the re-analyses were different from those in the paper, and the sample sizes in the reanalyses were larger than those in the paper. When asked about these inconsistencies, Dr. Walumbwa
indicated that he is unsure whether the data found on the hard drive were the final data used to
generate the results in Table 1 of the paper. Furthermore, the variables given in Table 1 are scales
consisting of multiple items, and the item content of these scales may not match those used in the reanalyses.
We are not confident that the data found on the hard drives match the data used to
generate the results reported in the paper. Hence we cannot rule out these explanations.
Statistical output files
A search of the hard drive files found statistical outputs corresponding to results reported in papers 4
and 7. In paper #4, outputs produced by the AMOS software program (http://www-03.ibm.com/
software/ products/us/en/spss-amos/) were found corresponding to results reported on pp. 523-524
in the paper. These results are reported under the heading of ~~Measurement Issues". The results are
estimated fit indices for two confirmatory factor analyses. One of these analyses fit a six-factor model
to the data with factor correlations estimated. The second analysis fit the same factor model to the
data with factor correlations fixed to unit values. The purpose of this second model was to rule out the
hypothesis that no real distinctions exist among the factors (i.e., they are perfectly correlated). The
global chi-square values and degrees of freedom reported in the paper match those found in the
outputs. Sample sizes also match for both analyses. For the first model, all other fit statistics match
except for the CFI and RMR values. The CFI value is given as .93 in the paper, but is .878 in the output.
The RMR value is given as .OS in the paper, but is .064 in the output. Similarly, in the second model, all
fit indices match except for the RMSEA values, with the paper reporting .09 but the output showing
.052. In the case of both discrepancies, the results reported in the paper are more supportive of the
authors' position than are the results in the output. It is highly unlikely that the outputs were
generated from data that are different from those that led to the results reported in the paper. The
chi-square values reported in the outputs and the paper match to two decimal places, which is unlikely
to happen if the two sets of results were generated by different data. The same logic would rule out
the explanation that different items were used in the two analyses.
When asked about these discrepancies, Dr. Walumbwa said that they probably reflect typing errors,
either on the part of the journal or on the part of the authors. We can rule out typing errors due to
journal errors, as we later found both the proofs of the paper and the final author version of the paper
on the hard drive. These versions match with respect to the statistics, and so the journal reported
what the authors had submitted. Dr. Walumbwa also noted the controversies that surround the use of
fit indices and the appropriate cut-points to use to decide adequacy of model fit. He stated that he
primarily relied on the change in chi-square across models in deciding questions of fit. This change in
chi-square is not noted or discussed in the actual paper however. In any case, controversies over the
use of cut-points for the indices are not directly relevant to the question of why discrepancies exist
between the outputs and the paper.
Another problem was found in the AMOS output with regard to the second model above. In that
model, the factor correlations for five of the six factors were supposed to have been fixed to one.
Scrutiny of the AMOS output revealed that no factor correlations were fixed to one. Instead, the factor
covariances were fixed to one, and the output clearly shows that the relevant factor correlations are
not constrained to equal one. In other words, the model actually being fit to the data was not the
model described in the paper, and not the one needed to test the hypotheses described in the paper.
When this fact was noted, Dr. Walumbwa's response was that he had been instructed to fix the
covariances in this way by the journal editors. We subsequently found copies ofthe decision letters
from the journal editors on the hard drive. We found one letter in which the journal editor instructed
Dr. Walumbwa to fix the factor correlations to one. No mention of factor covariances is made in these
instructions. Our conclusion is that Dr. Walumbwa fixed the factor covariances by mistake, using the
point-and-click user interface provided by the AMOS program. He did not realize that this action
would apply to the covariances, not the correlations. It should be noted that fixing covariances rather
than correlations would not clearly benefit Dr. Walumbwa's findings in the paper. Hence the error
does not constitute evidence of an intentional effort to inflate the findings.
Turning to outputs relevant to paper #7, we were again able to find AMOS software outputs
corresponding to some of the structural equation model results in the paper. The analyses in question
are reported on p. 579 in the paper. The committee was able to recover two output files that were
apparently used to produce the results reported in the final version of the article. Our conclusion that
these files were used in the final reporting was again made after comparing the degrees of freedom
and the Chi-square statistics from the Amos output with those reported in the article. The statistics in
the outputs matched those in the article. In the first output file (MeasurementModel. AmosOutput,
dated 1/11/2007), we found an IFI value of 0.953, a TLI value of 0.931, a CFI value of 0.951, a rootmean-
square residual (RMR) value of 0.053, and an RMSEA value of 0.082. In the article, these values
were reported as IFI = 0.98, TLI = 0.97, CFI = 0.98, RMR = 0.04, and RMSEA = 0.05. In the second output
file (GokeStructuraiModei.AmosOutput), we found degrees of freedom and Chi-square value that
correspond to Model 6 in Table 3 (p. 580). In the Amos output, the reported RMSEA is 0.077, whereas
it is reported as 0.06 in the article, the RMR value is 0.049 versus 0.04 reported, and the TLI is 0.945
versus a reported value of 0.96. These findings are summarized in Table 1 below.
Table 1. Comparison of Results Reported in Paper #7 with Amos Output Fi les
File Name:
MeasurementModei.AmosOutput GokeStructuraiModei.AmosOutput
Metric Reported Actual Metric Reported Actual
IFI 0.98 0.953 TLI 0.96 0.945
TLI 0.97 0.931 RMR 0.04 0.049
CFI 0.98 0.951 RMSEA 0.06 0.077
RMR 0.04 0.053
RMSEA 0.05 0.082
On p. 578 of the article, the authors refer to a heavily-cited paper by Hu and Bentler (1999) to suggest
" ... cut-off values ... " or thresholds for several measures of goodness-of-fit for SEMs. This reference
suggests that models with a root-mean-square error of approximation (RMSEA) of 0.06 or lower, and
an incremental fit index (IFI), a Tucker-Lewis coefficient (TLI), and a comparative fit index (CFI) at or
above 0.95 are considered good in terms of how well they fit the data. Although these values appear
to be somewhat arbitrary, and there are arguments against the notion that fixed values can be used as
benchmarks for goodness-of-fit, the authors present these values without qualification, and so they
clearly intend for them to be the standard to which they wish their results to be compared. The
goodness-of-fit values we found in the outputs are still"good" in an objective sense, but we found it
curious that TLI and RMSEA values differed from the statistical output in a way that moved them to the
favorable side of the Hu and Bentler (1999) "thresholds" for quality fit.
When asked about these inconsistencies, Dr. Walumbwa did not initially have an explanation except to
say that the results reported in the paper may have been based on a different version of the data or
different versions of the variables. This explanation is not credible however, given that the chi-square
statistics and degrees of freedom in the paper match those given in the outputs. If other data or other
variables had been used, we would expect all of the reported fit statistics to differ between the paper
and the outputs. Dr. Walumbwa conceded this point in the second interview. He then suggested that
these discrepancies were due to sloppiness on his part, or the use of "templates" in formatting the
presentation of results. Although plausible, the committee believes that finding such a large number
of inconsistencies from the same set of output, and finding all errors in the same direction (in favor of
suggesting publication) throws Dr. Walumbwa's contention into question. Whether these changes
meant the difference between acceptance and rejection, however, is not knowable without further
interviews with the editor, and the reviewers. We also reviewed several exchanges between the
authors and reviewers (through the editor) from letters that were drafted as part of the review process
and could find no concern with the goodness-of-fit of the model.
IV. Review and Findings
Our general conclusion is that the preponderance of evidence does not support the charge of research
misconduct, defined here as a pattern of conduct (falsification or fabrication of statistical analysis
results) intended to mislead journal editors, reviewers, and readers about Dr. Walumbwa's research
results. The evidence that most closely supports a charge of misconduct concerns the discrepancies
between the statistical outputs found on the hard drive, and some published results in papers 4 and 7.
After careful reflection on these discrepancies, the Committee concluded that they do not establish a
clear case for intentional distortion of research results to enhance publication of the papers. Our
perception of these discrepancies is that while they go in a direction that supports Dr. Walumbwa's
hypotheses in the two papers, the discrepancies were not likely to have strongly changed the chances
of publication. For paper #4, the RMR discrepancy is hard to interpret because no real standards exist
for this index (standards exist for its standardized version, which was unreported). The CFI discrepancy
still left the statistic in the unacceptable range by conventional standards, as a "good fit" is CFI:?: .95.
The RMSEA discrepancy is the only meaningful one, but the larger pattern of results clearly shows that
the second model fits worse than the first, and so the RMSEA discrepancy probably would not have
made a difference. For paper #7, more discrepancies are found but their impact is also unclear. In the
measurement model, the IFI and CFI values in the output were already acceptable and did not need to
be "enhanced". The RMR discrepancy is again ambiguous. The discrepancy between the actual and
reported RMSEA is again the only one of material interest, but the conclusion would probably have
been the same even if the RMSEA value in the output had been reported. For the structural model, the
discrepancy in the RMR is ambiguous, and the IFI value was so close to the threshold of .95 that it
could have been reported without altering the conclusion. Again only the RMSEA value was
meaningful. Oddly, fit statistics for what is apparently the same model are repeated on p.581 of the
paper, but here the RMSEA is reported as being .07, much closer to the value in the output. It is still
claimed that the model fits well however. Hence it seems that the value of this statistic could not have
played a crucial role in the decision on the paper. The Committee concluded that the discrepancies
found probably did not arise from an intentional effort to enhance the chances of publication, simply
because such a scheme would probably have been ineffective given the numbers involved.
Apart from the question of research misconduct, we did find examples of poor research practice by Dr.
Walumbwa, starting with a failure to secure files of data and software output files for later use. Dr.
Walumbwa maintains that he intended to retain all of the data for the seven papers studied by the
Committee, but he simply lost the flash drives containing the data files. Our view is that a better
practice would have been to create multiple copies of the important files so that loss of the flash drives
would not create a total data loss. For example, if Dr. Walumbwa did not want to leave the files on the
computers that originally held the data, he could have put them on centralized disk space provided by
ASU to all faculty members. Dr. Walumbwa also mentioned that he routinely discards output files once
a research paper is published. This practice makes it nearly impossible to later verify whether
published results reflect actual analysis results, or whether analyses were performed correctly. The
importance of verification is illustrated by the fact that inconsistencies were discovered in every case in
which we were able to compare output files to published results. We also discovered at least one
example of an analysis that was done incorrectly and was not caught prior to publication. Our
conclusion is that Dr. Walumbwa could improve his research practice by following a few simple rules.
First, all files of data relevant to a published paper should be kept in a secure location for an extended
period of time following publication. The APA suggests that data be kept for at least five years, and
this recommendation seems reasonable. Second, copies of all software outputs relevant to a
published paper should also be kept in a secure location following publication, again for an extended
period following publication. Third, Dr. Walumbwa should carefully read the final drafts and proofs of
any paper that is in press to check for consistency with the actual results of the analyses reported in
the paper. As noted earlier, we uncovered inconsistencies between some of his published papers and
the actual results of the analyses that were being reported in those papers. Dr. Walumbwa attributed
many of these inconsistencies to typing errors. Assuming that this attribution is correct, these errors
could have been caught prior to publication if a more careful proofreading had been done.
